Low-frequency variability in the Gulf of Alaska from coarse and eddy-permitting ocean models
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An eddy-permitting ocean model of the northeast Pacific is used to examine the ocean adjustment to changing wind forcing in the Gulf of Alaska (GOA) at interannual-to-decadal timescales. It is found that the adjustment of the ocean model in the presence of mesoscale eddies is similar to that obtained with coarse-resolution models. Local Ekman pumping plays a key role in forcing pycnocline depth variability and, to a lesser degree, sea surface height (SSH) variability in the center of the Alaska gyre and in some areas of the eastern and northern GOA. Westward Rossby wave propagation is evident in the SSH field along some latitudes but is less noticeable in the pycnocline depth field. Differences between SSH and pycnocline depth are also found when considering their relationship with the local forcing and leading modes of climate variability in the northeast Pacific. In the central GOA pycnocline depth variations are more clearly related to changes in the local Ekman pumping than SSH. While SSH is marginally correlated with both Pacific Decadal Oscillation (PDO) and North Pacific Gyre Oscillation (NPGO) indices, the pycnocline depth evolution is primarily related to NPGO variability. The intensity of the mesoscale eddy field increases with increasing circulation strength. The eddy field is generally more energetic after the 1976–1977 climate regime shift, when the gyre circulation intensified. In the western basin, where eddies primarily originate from intrinsic instabilities of the flow, variations in eddy kinetic energy are statistically significant correlated with the PDO index, indicating that eddy statistics may be inferred, to some degree, from the characteristics of the large-scale flow.


I. Introduction

The pycnocline, the layer characterized by large vertical density gradients, plays a central role in the dynamical processes of the Gulf of Alaska (GOA). In this region the pycnocline has a doming structure, being shallower in the central part of the gulf, and deeper along the coast. The horizontal gradients of pycnocline depth determine the direction and intensity of the geostrophic currents, and the doming shape of the pycnocline is consistent with the anticyclonic gyre circulation. The GOA has an upper ocean structure characterized by a thick layer of low salinity near the surface. Since at high latitudes salinity has a dominant control upon density, the halocline, the depth with the largest salinity gradients determines the pycnocline. In winter, the mixed layer reaches to the top of the pycnocline, so that pycnocline variability is closely related to changes in the winter mixed layer depth (MLD) [Freeland et al., 1997], a quantity that has a large influence upon biological processes in the GOA. Thus, pycnocline variability is very important for both the physics and the biology of the GOA.

Previous studies by Lagerloef [1995], Cummins and Lagerloef [2004], and Capotondi et al. [2005] have stressed the role of the Ekman pumping for driving pycnocline depth changes. Local Ekman pumping forcing can explain a large fraction of pycnocline variability observed at Ocean Weather Station Papa (Papa hereafter) [Cummins and Lagerloef, 2002] in the center of the gyre. Using a non-eddy-resolving ocean model forced with observed surface fields over the period 1958–1997 CADM05 showed that local Ekman pumping could account for most of the pycnocline variability in the whole offshore region of the GOA, while in a broad band following the coast the counterclockwise propagation of pycnocline depth anomalies seemed to be the controlling process.

Analyses of satellite altimeter data over the period 1993–2000 [Qiu, 2002] suggest that variations in sea surface height (SSH) in the offshore region of the Gulf of Alaska cannot simply be accounted for by local Ekman pumping, but the inclusion of westward propagation is essential to capture...
a significant fraction of the SSH variations. Is the discrepancy between the findings of Qiu [2002] and CADM05 due to the coarse resolution of the model used by CADM05, and the lack of mesoscale variability and coastal processes in that model, or could pycnocline depth and SSH contain slightly different dynamical information?

Recent studies [Di Lorenzo et al., 2008; Chhak et al., 2008] have shown that variations in many aspects of the upper ocean in the northeast Pacific, including sea surface temperature (SST), sea surface height (SSH), and sea surface salinity (SSS) are controlled by large-scale atmospheric forcing and are significantly correlated with two leading modes of climate variability. These modes have recently been defined by Di Lorenzo et al. [2008] as the leading Empirical Orthogonal Functions (EOFs) of the SSH field over the region 180°W–110°W, 25°N–62°N on the basis of a 50-year model hindcast. The first mode, which is characterized by a large anomaly centered around 160°W, 40°N, and anomalies of opposite polarity along the coast, has been termed the Pacific Decadal Oscillation (PDO) by Di Lorenzo et al. [2008] because of its similarity with the leading EOF of monthly SST anomalies over the North Pacific computed by Mantua et al. [1997].

The second mode of variability has a dipole structure, with a nodal line approximately along 40°N, and anomalies of opposite polarity corresponding to an intensification of the eastern and central branches of the North Pacific subpolar and subtropical gyres, and hence termed the North Pacific Gyre Oscillation (NPGO) mode. The principal component (PC) of the NPGO mode, or NPGO index, is highly correlated with the second PC of SST anomalies [Bond et al., 2003], known as the “Victoria Mode.” While the PDO mode can explain a large fraction of the SST and SSH variability in the northeast Pacific, the NPGO mode appears to be highly correlated with SSS variations, as well as nutrient upwelling and surface chlorophyll-a [Di Lorenzo et al., 2008; Chhak et al., 2008].

Climate change over the next century can be expected to alter the dominant modes of climate variability, and their influence upon the northeast Pacific circulation. The primary means available for predicting the nature of those changes are state-of-the-art climate models, whose present resolution does not capture several regional processes, including coastal topographic waves and mesoscale variability. Mesoscale eddies play a fundamental role in transport and mixing processes [Crawford et al., 2005, 2007; Ladd et al., 2005], with important implications for both the large-scale circulation and ecosystem dynamics. While the details of the mesoscale eddy field is not reproduced by the current generation of climate models, the statistics of the mesoscale eddy field may be related to some aspects of the large-scale circulation, so that knowledge of the circulation response to climate change may provide useful insights into eddy statistics changes. Thus, it is important to examine how well models with the resolution typically used for climate simulations can represent the main aspects of the large-scale ocean circulation in the GOA, and the processes governing its variability. It is also important to clarify the relationship between large-scale circulation and the statistics of subgrid-scale processes.

As a first step to elucidate the ability of climate models to represent the physical processes involved in the GOA circulation variability we revisit the issues examined by CADM05 in the context of an eddy-permitting, regional model of the northeast Pacific region. Our purpose in this study is twofold: (1) clarify the influence of resolution in modeling the leading dynamical processes controlling changes in pycnocline depth in the Gulf of Alaska and (2) compare the dynamical information contained in pycnocline depth with that obtained from SSH data, and examine the relationship between the two fields. Specific questions we ask are (1) to what extent can the local Ekman pumping explain pycnocline and SSH variability in the presence of intrinsic ocean variability, and (2) are eddy statistics in the GOA related to the large-scale circulation and to the major modes of North Pacific climate variability?

The paper is organized as follows: in section 2 we describe the model simulations and the data used to validate the models. In section 3 we examine the changes in pycnocline depth and SSH that characterize the 1976–1977 climate shift in both low- and high-resolution models. In section 4 we compare the ability of the Ekman and Rossby wave models to reproduce the changes in pycnocline depth and SSH in the high-resolution model and in satellite observations. And in section 5 a summary is offered, and conclusions are drawn.

2. Models and Data

The main model used for this study is the Regional Ocean Modeling System (ROMS) [Haighvel et al., 2000; Shchepetkin and McWilliams, 2005; Curchitser et al., 2005]. The model domain extends from 25°N to 60°N, and from 180°W to 110°W with a horizontal resolution from 19 km in the southern part of the domain to 13.4 km in the northern part of the domain. While the resolution of the model is an improvement with respect to coarse-resolution models, it is only comparable to the internal deformation radius in the GOA, which ranges from 16 to 18 km in the open ocean GOA [Chelton et al., 1998] to 10 km over some shelf regions. Thus, the model is eddy permitting, but not fully eddy resolving. Higher-resolution models that test the sensitivity of solutions to changes in frictional parameterizations, topographic smoothing, inflow conditions, radiation boundary conditions and surface forcing need to be examined to determine the robustness of our results. There are 30 vertical levels, with higher resolution near the surface.

The model is initialized using temperature, salinity, horizontal velocities, and SSH derived from Levitus et al. [1994]. At the model open boundaries a modified radiation boundary condition [Marchesiello et al., 2003] is prescribed, to allow perturbations excited within the model domain to propagate out of the domain, together with nudging of the model temperature, salinity and geostrophic velocities (relative to 1000 m) fields toward the monthly climatological values derived from Levitus et al. [1994]. Thus, no perturbation can enter the domain through the open boundaries. In particular, this prevents coastal Kelvin waves of equatorial origin, excited during ENSO events, from propagating northward into the domain, a process that can be a source of interannual variability along the coastal waters of the GOA [Enfield and Allen, 1980; Chelton and Davis, 1982; Emery and Hamilton, 1985; Meyers and Basu, 1999; Qiu, 2002]. This is an aspect in which the ROMS simulation...
differs from the simulation analyzed by CADM05. As described later in this section, the model used by CADM05 is global, includes ENSO variability, and disturbances of equatorial origin can propagate northward along the coast.

[12] Comparison of model-derived time series of SSH at coastal locations where observations are available (Neah Bay, Sitka, Yakutat, Seward, Kodiak, and Sand Point) by Combes and Di Lorenzo [2007] (hereinafter referred to as CDL07) shows that the model can explain a significant fraction of the interannual (mean seasonal cycle removed) variance of the observed time series, indicating that wave propagation from the equator does not play the dominant role in interannual variations along the GOA coast. These interannual variations in SSH and pycnocline depth result from both upstream propagation and local forcing [Qiu, 2002; CADM05].

[13] The model was first spun-up for 80 years, using monthly climatological forcing and restoring boundary conditions for surface temperature and salinity. The experiment we examine in the present study starts at the end of the spin-up, and is driven by surface wind stresses from the National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) over the period 1950–2004 [Kalnay et al., 1996], surface heat fluxes corrected using the National Oceanographic and Atmospheric Administration (NOAA) extended SST [Smith and Reynolds, 2004], and monthly climatological freshwater fluxes diagnosed from the spin-up experiment. Two additional simulations, each starting at the end of the previous 55-year run, have been carried out, providing three ensemble members that can offer a way to discriminate between externally forced and internal model variability [CDL07].

Unless explicitly stated, the analysis performed in this study will focus on the third ensemble member, which can be expected to have a more adjusted deep ocean. In spite of differences between the members due to the model internal variability, the main results do not change significantly when different members are considered.

[14] The ROMS model simulation will be compared with the results of CADM05 on the basis of the output from the NCAR ocean model (NCOM), a global ocean model derived from the Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model (MOM). NCOM has been described in detail by Large et al. [2001]. The specific simulation analyzed by CADM05 has been described by Doney et al. [2003]. The model resolution is 2.4° in longitude and 1.2° in latitude in the GOA. The NCOM simulation analyzed by CADM05 was forced with wind stresses from the NCEP/NCAR Reanalysis over the period 1958–1997. Sensible and latent heat fluxes were computed from the NCEP winds and relative humidity and the model’s SSTs using air-sea transfer equations [Large and Pond, 1982; Large et al., 1997]. Precipitation information was obtained by combining microwave sounding unit (MSU) monthly observations [Spencer, 1993] and Xie and Arkin’s [1996] observations from 1979 to 1993, while monthly climatologies of the two data sets are used prior to 1979. From 1993 to 1997 MSU values are used in the tropical Pacific and Indian Oceans, as well as along the Alaskan coast, where the Xie and Arkin [1996] values are believed to be too large, while the Xie and Arkin [1996] data are used everywhere else.

[15] In spite of differences in the way surface heat and freshwater fluxes are prescribed, the ROMS and NCOM simulations have comparable wind forcing, which appears to be a fundamental component in driving upper ocean variability in the GOA [Lagerloef, 1995; Cummins and Lagerloef, 2002; CADM05; CDL07]. However, ROMS and NCOM have very different horizontal resolutions, and can be used to examine the role of internal model variability on the leading dynamical processes involved in the ocean adjustment to changing wind forcing. Unlike ROMS, which has a free surface, NCOM applies the rigid lid approximation, so that SSH information is not available from the model output.

[16] Data used to validate the models include time series of pycnocline depth at Ocean Weather Station Papa (50°N, 145°W, Papa hereafter), and at station GAK1 (149°W, 59°N). These time series are sufficiently long to assess the simulated variability and the changes across the 1976–1977 climate shift. Papa provides a long record of bottle cast and CTD data over the period 1957–1994. The time series has been recently augmented by more recent observations from 1995 to 1999. Generally, the density of observations is higher in the earlier period, 1957–1981, when the station was occupied on a regular basis by the weather ship.

[17] GAK1 is located at the mouth of Resurrection Bay near Seward, Alaska. Profiles of temperature and salinity to a depth of 250 m have been measured starting in December 1970. The number of winter (December–April) observations varies from year to year ranging from less than 5 measurements in 1972, 1980, 1981, and 1985 to a maximum of 15 values in 1999. The depth of the pycnocline was estimated by CADM05 using individual profiles, and then averaged over the winter season. Both time series are compared with similar time series from the models, which are based on monthly means of values produced by the model at each time step, typically a few hours.

[18] Altimetric observations of SSH derived from the Archiving, Validation, and Interpretation of Satellite Oceanographic data (AVISO) (Centre National d’Etudes Spatiales) maps are used to validate aspects of ROMS SSH. The Aviso maps combine data from the TOPEX/POSEIDON, JASON-1, ERS-1/2, and Envisat satellites to produce sea level anomalies at weekly resolution from October 1992 to January 2005 on a 1/3° × 1/3° Mercator grid [Ducet et al., 2000; Le Traon and Dibarboure, 1999]. Here we use monthly averages of the SSH from the Aviso product for consistency with the monthly averaged model output.

3. The 1976–1977 Climate Shift

3.1. Circulation Changes

[19] The 1976–1977 climate regime shift had profound impacts on both the physics and the biology of the GOA [Nitta and Yamada, 1989; Trenberth and Hurrell, 1994; Yasuda and Hanawa, 1997], thus providing an important case study for comparing the differences in upper ocean structure and circulation simulated by models with different resolutions, as well as for examining variations in eddy statistics associated with different ocean “regimes.” The changes associated with the 1976–1977 regime shift in the models have been computed as the difference between a period after the shift (P2, 1977–1997), and a period before
the period 1929–2005. [20] Within the ROMS simulation we will examine both changes in SSH and pycnocline depth. The mean patterns of SSH and pycnocline depth (h) over the total duration of the integration are shown in Figure 1. The depth of the 27.0 σθ isopycnal is chosen here as a proxy for pycnocline depth. Both fields in Figure 1 show large horizontal gradients along the western margin of the GOA, where the Alaskan Stream flows. SSH deepens in the interior, where the pycnocline becomes shallower, so that the two fields are approximately the mirror image of each other, with proper scaling. The spatial structure of the mean pycnocline depth and SSH is in good qualitative agreement with the dynamic height field computed by Crawford et al. [2007] on the basis of their compilation of all archived hydrographic measurements over the period 1929–2005.

[21] The Ekman pumping is one of the primary drivers of the circulation in the GOA. The changes in Ekman pumping associated with the 1976–1977 climate shift (Figure 2) show a broad band along the eastern and northern margins of the GOA, all the way to Kodiak Island (marked with a “K” in Figure 2), where the Ekman pumping becomes more downwelling favorable (negative values) after the shift, while in the central and western GOA the Ekman pumping change is positive, creating more upwelling favorable conditions. Downwelling along the eastern GOA increases the horizontal gradients of SSH and pycnocline depth along the eastern margin, resulting in an intensification of the Alaska Current [CDL07].

[22] The change in pycnocline depth after the 1976–1977 climate shift in the NCOM simulation, computed as the difference between P2 and P1, shows deepening of the pycnocline in a broad band along the coast, and shoaling of the pycnocline in the center of the Alaska Gyre (Figure 3a). A qualitatively similar pattern is also found in the ROMS simulation (Figure 3b), with deeper pycnocline along the coast, and shallower pycnocline away from the coast, a pattern that is consistent with an intensification of the Alaska gyre after the shift, as described by CADM05. However, several differences can be observed. The changes in pycnocline depth between P1 and P2 are much smaller in ROMS than in NCOM. While the pycnocline depth changes by 15–20 m in NCOM, the depth changes in ROMS are less than 10 m. The spatial pattern of the changes is also quite different, as the negative values in ROMS are primarily limited to a zonal band between 45°N and 52°N. The pycnocline depth changes in most of the domain are consistent with the sign of the Ekman pumping changes (Figure 2). In particular, the deepening of the pycnocline along the eastern and northern margins of the GOA is in agreement with the more downwelling favorable conditions in those areas after the shift. Similarly, the shoaling of the pycnocline in the central GOA is consistent with the more upwelling favorable Ekman pumping after 1977. However, southwest of Kodiak Island, along the Alaska Peninsula and the Aleutian Islands the pycnocline deepens in spite of the positive Ekman pumping change, as also found by CADM05.

[23] Are the changes in SSH associated with the 1976–1977 climate regime shift similar to the changes in pycnocline depth? The difference in the SSH field (P2–P1) is shown in Figure 3c. The values of SSH are converted to pycnocline depth units by multiplying them by the ratio of the acceleration of gravity and the reduced gravity, as described in section 4 (equation (5)). The SSH difference also shows positive values along the coast and negative values in the interior, in qualitative agreement with the pattern of pycnocline depth changes. However, the positive SSH values along the eastern Gulf of Alaska extend further into the interior than the positive anomalies of pycnocline depth, and the negative SSH difference in the interior appears displaced westward with respect to the pycnocline depth difference in ROMS, as well as NCOM. As a result, at the location of station Papa

Figure 1. (a) Time mean pattern of SSH from ROMS over the total duration of the ROMS simulation. Contour interval is 5 cm. (b) Time mean pycnocline depth from ROMS. The 27.0 isopycnal is used as proxy for pycnocline depth. Contour interval is 20 m. Blue shading is for negative values, while orange shading indicates positive values.

Figure 2. Ekman pumping difference between Period 2 (1977–1997) and Period 1 (1958–1975). Units are cm s⁻¹. The locations of Queen Charlotte Island (Q), Sitka (S), Yakutat (Y), and Kodiak Island (K) are also indicated.
a) NCOM - h

b) ROMS - h

c) ROMS - SSH

Figure 3. (a) Difference in pycnocline depth (m) between the period 1977–1997 (P2) and the period 1958–1975 (P1) from the NCOM simulation. (b) Same as in Figure 3a, but for the ROMS simulation. (c) Difference in SSH (m) between P2 and P1 from ROMS. Orange shading is used for positive values (deeper pycnocline, higher SSH), while blue shading is for negative values (shallower pycnocline, negative SSH). P and G in Figure 3a indicate the location of station Papa (50°N, 145°W) and station GAK1 (59°N, 149°W).

(145°W, 50°N, “P” in Figure 3a) shoaling of the pycnocline can be expected from both NCOM and ROMS, but no significant change in SSH seems to occur at that location on the basis of the ROMS results. The maximum differences in Figure 3c are larger than those in Figure 3b, and more in line with the pycnocline depth changes in NCOM, although significant SSH changes are only found north of 45°N.

CADM05 compared the evolution of pycnocline depth from NCOM with that observed at Papa and GAK1 (“G” in Figure 3a). As seen in Figure 3a, the two stations are in the shoaling and deepening pycnocline regions, respectively. Here we perform a similar comparison for the ROMS fields (Figure 4). The time series of pycnocline depth at Papa from ROMS shows a similar evolution to that from NCOM (Figure 4a), especially before 1980. The large shoaling event (negative depth anomaly) observed at Papa in 1983–1984 is underestimated by the models, especially ROMS, while the negative anomaly in 1989 is largely overestimated by ROMS. The correlation coefficients of the ROMS and NCOM pycnocline depth time series with the observed time series at Papa are 0.42 and 0.61, respectively. Both correlation coefficients are significant at the 95% level.

Similar agreement is found at GAK1 (Figure 4b), where the correlation coefficients of the ROMS and NCOM time series with the observed are 0.61 and 0.65, respectively. Notice that neither NCOM nor ROMS reproduce the high variance observed at GAK1, while the variance of the modeled time series is more comparable with that derived from observations at Papa. One possible explanation is that Papa is in the open ocean, while GAK1 is on the shelf, where models, especially NCOM, may be limited by resolution in their ability to simulate pycnocline variability. Another important factor is sampling. While the values of pycnocline depth anomalies at GAK1 are the average of very few winter observations, the model values are derived from monthly averages which likely give rise to smoother time series.

The time series of SSH are compared with the time series of pycnocline depth observed at Papa and GAK1 in Figures 4c and 4d, respectively. The time series of SSH...
from ROMS are multiplied by the ratio of gravity and reduced gravity (equation (5) in section 4) to convert them to pycnocline depth units. At Papa (Figure 4c), the correlation coefficient between SSH from ROMS and the observed pycnocline depth is only 0.05, reflecting large discrepancies between the two time series. Before 1980, all the negative events are more pronounced in the SSH time series from ROMS than in the observations. A particularly large discrepancy is the negative event around 1970, which is found in the SSH evolution, but not in the pycnocline depth evolution from ROMS (Figure 4a). A better correspondence between SSH from ROMS and observed pycnocline depth is found at GAK1, where the correlation coefficient between SSH from ROMS and observed pycnocline depth is 0.59, a value statistically significant at the 95% level.

3.2. Mesoscale Eddy Field

[27] Given the importance of mesoscale eddies for transport processes and ecosystem dynamics in the GOA we examine whether the changes in circulation after the 1976–1977 climate regime shift were associated with significant changes in eddy statistics. A preliminary attempt to address this issue was carried out by Miller et al. [2005], using an earlier version of the ROMS model. The processes responsible for eddy generation and evolution are somewhat different in the eastern and western regions of the GOA [CDL07, and references therein]. The mesoscale eddy field in the northern and eastern Gulf of Alaska primarily consists of three groups of anticyclonic eddies: the Haida eddies which form close to Queen Charlotte Island (“Q” in Figure 2) [Crawford, 2002], the Sitka eddies, generated offshore of the town of Sitka (“S” in Figure 2) [Tabata, 1982], and the Yakutat eddies in the northern gulf (“Y” in Figure 2). Since these eddies are generated by instabilities of the coastal current as it interacts with topographic features, an increase in the strength of the Alaska Current tends to lead to increased eddy generation [Crawford, 2002; CDL07]. In the eastern basin the pycnocline depth and its horizontal gradients, which, by geostrophy, determine the intensity of the Alaska Current, are controlled primarily by the local winds [CDL07]. Thus, eddy generation is also related to the local winds, and considered somewhat deterministic [Okkonen et al., 2003].

[28] In contrast, some of the eddies observed in the western basin along the Alaskan Stream propagate from the eastern and northern eddy formation areas, while others form along the Stream [Crawford et al., 2000; Ladd et al., 2007; Ladd, 2007]. Eddy generation along the Stream appears to be associated with internal instabilities of the...
flow, so that these eddies cannot directly be related to the local wind forcing [Okkonen et al., 2001]. Eddies propagating into the western basin along the margin of the GOA will have a lagged correlation with the winds in the formation areas.

[29] CDL07 has examined the relationship between eddy variance and wind forcing by comparing the same ROMS simulation analyzed here with a simulation forced by monthly climatological fields. On interannual timescales, the forced simulation yields larger eddy variance in the eastern basin, while the variance in the western basin does not show significant differences between the two runs. Moreover, when the three model ensemble members are considered, it is found that the evolution of SSH anomalies is very similar among ensemble members in the Haida and Sitka eddy formation sites, while a large spread is found in the evolution of SSH along the Alaskan Stream, suggesting a dominance of internal versus forced variations in the western basin in the model [CDL07].

[30] The issue that we address here is whether a relationship can be found between eddy variance and intensity of the gyre circulation. Differences of standard deviations of SSH and pycnocline depth (Figure 5) between the period after the shift and the period before the shift show larger values after 1977 in both the eastern and western margins. The larger standard deviation differences along the coast are much more evident in the SSH than in the pycnocline depth field, for our choice of P1 and P2. In the eastern basin, localized maxima are found offshore of Queen Charlotte Island (53°N, 130°W), where the Haida eddies are formed, while offshore of Sitka (57°N, 135°W) small areas of both increased and decreased variance are found. Enhanced variance is also detected around the apex of the gulf, where the Yakutat eddies are generated. Away from the coastal region, a broad band of increased variance is found between 155°W and 135°W, south of ~48°N. This area is not associated with large mean variance (not shown). The increased variability in both SST and pycnocline depth after the climate shift in this region may be associated with increased variance in the wind forcing.

[31] To further quantify the relationship between eddy statistics and gyre circulation, we examine the evolution of eddy kinetic energy (EKE) in the ROMS simulation. To place the pattern of EKE in the context of the gyre circulation, we start by computing the surface total kinetic energy (TKE):

$$TKE = 0.5(u^2 + v^2),$$

(1)

where $u$ and $v$ are the total surface velocities from the ROMS simulations, available at a monthly time resolution. The time mean TKE, averaged over the total duration of the integration (Figure 6a) maximizes in the area of the Alaskan Stream in the western GOA, but values larger than 100 cm$^2$ s$^{-2}$ are also found on the eastern and northern part of the basin, offshore of Queen Charlotte Island, and from Sitka to the apex of the gulf following the coast. The EKE is computed using equation (1) after removing the long-term mean from the velocities. The pattern of mean EKE (Figure 6b) also shows localized maxima in the area of Queen Charlotte Island and Sitka, where the Haida and Sitka eddies are formed, with maximum values of ~80 cm$^2$ s$^{-2}$, and a broad area of values larger than 60 cm$^2$ s$^{-2}$ to the southwest of the core of maximum TKE. To assess the degree of realism of the EKE pattern from ROMS, we compute EKE from the AVISO altimeter data on the basis of monthly averaged SSH anomalies (long-term mean removed):

$$EKE_{AVISO} = 0.5(u'^2 + v'^2),$$

(2)

where $u'_g$ and $v'_g$ are the geostrophic velocities estimated from the AVISO SSH:

$$u'_g = -rac{g}{f} \frac{\Delta y}{\Delta y}, \quad v'_g = \frac{g}{f} \frac{\Delta y}{\Delta x},$$

(3)

with $g$ being the acceleration of gravity, and $f$ denoting the Coriolis parameter. The pattern of EKE from AVISO, relative to the period 1993–2004 (Figure 6c) is very similar to that computed by Ladd [2007] from weekly sea level anomalies (SLA), but the maximum values in Figure 6c are smaller than those in the paper by Ladd [2007] because of the monthly averaging. Comparison of Figures 6b and 6c.
shows several discrepancies between the modeled and observation-derived EKE patterns. The maximum EKE extending from Sitka to the west of the apex of the gulf, where the Yakutat eddies are formed is missing in the model, suggesting that the generation of Yakutat eddies, as well as the westward propagation of the eastern eddies along the coast \cite{Crawford et al., 2000; Ladd, 2007} are not correctly captured by the model. The large values of EKE in the western margin of the GOA are confined within a much narrower band in the map from the altimeter than in the model. The values of EKE in the model are also generally lower than those estimated from the altimetric observations, a result likely due to the eddy-permitting (and not fully resolving) nature of this ROMS simulation.

\cite{32} The changes in EKE associated with the 1976–1977 climate shift, estimated from ROMS as the difference between P2 and P1 (Figure 6d) have a noisy structure, showing an overall increase in EKE along the coast after the shift, with some localized areas where the EKE decreased after 1977. Since the western GOA eddies seem to originate primarily from internal instability of the Alaskan Stream in the model, we compute an EKE index by averaging the EKE over the area where the TKE is larger than 100 cm$^2$ s$^{-2}$ in the western basin (between 165$^\circ$W and 148$^\circ$W, and north of 52$^\circ$N). After removing the monthly means and smoothing the EKE time series with a three-point binomial filter, we compare the evolution of the EKE index with both the PDO and NPGO indices (Figure 7).

\cite{33} The correlation coefficient between EKE in the western basin and the PDO is 0.54, which is statistically significant at the 99\% level. The correlation with the NPGO index, on the other hand, is only 0.22, whose statistical significance is below the 90\% level. CDL07 has shown that the PDO index was statistically significant correlated with the Principal Component (PC) of the leading Empirical Orthogonal Function (EOF) of SSH from the same model simulation, a mode of variability corresponding to variations in the gyre strength. Thus, although unrelated with the local wind forcing, eddy activity in the western GOA increases with increasing gyre circulation strength. The statistically significant correlation between EKE in the western basin and PDO index is consistent with the large coherent loading of the PDO mode along the coast. While the correspondence between eddy production and circulation strength is relatively well established in the eastern and northern basin \cite{Crawford, 2002; CDL07; Ladd, 2007}, much less is known for the western eddies. Here we show that western eddies are also related to some large-scale mode of

---

**Figure 6.** (a) Mean surface total kinetic energy in ROMS over the total duration of the integration (1950–2004). Contour interval is 100 cm$^2$ s$^{-2}$. Values larger than 100 cm$^2$ s$^{-2}$ are shaded. (b) Mean surface eddy kinetic energy (EKE) in ROMS (1950–2004). Contour interval is 20 cm$^2$ s$^{-2}$, and values larger than 20 cm$^2$ s$^{-2}$ are shaded. (c) EKE from AVISO (1993–2004) based on monthly averages of SSH anomalies. Contour interval is 20 cm$^2$ s$^{-2}$, and values larger than 20 cm$^2$ s$^{-2}$ are shaded. (d) EKE difference between P2 (1977–1997) and P1 (1958–1975). Contour interval is 10 cm$^2$ s$^{-2}$. Orange shading indicates positive values, while blue shading is for negative values.
Figure 7. Comparison of the EKE in the western GOA (dot-dashed line) with (a) the PDO and (b) the NPGO indices (solid lines). The EKE index is computed by averaging the EKE over the area where the mean EKE is larger than 100 cm$^2$s$^{-2}$ between 148°W and 165°W and north of 52°N. This mainly captures EKE variations along the Alaskan Stream. The correlation coefficient between EKE and PDO index is 0.54 when the PDO leads the EKE by 1 month, while the correlation coefficient with the NPGO is only 0.22.


corr=0.54, PDO leads by 1 month

corr=0.23, NPGO leads by 1 month

climate variability and the associated circulation variations. This suggests that if climate models can successfully simulate the major modes of climate variability and the associated changes in the large-scale ocean circulation, eddy statistics could be partially inferred from those circulation changes.

4. Ekman Versus Rossby Wave Dynamics

[34] To elucidate the dynamical processes involved in the ocean adjustment to varying wind forcing we use the Ekman pumping and Rossby wave models considered by CADM05 and Qiu [2002]. These models have proved very useful in accounting for a large fraction of pycnocline depth and SSH variability at interannual and longer timescales in the northeast Pacific [Lagerloef, 1995; Cummins and Lagerloef, 2002, 2004], but the relative role of local Ekman pumping forcing versus westward Rossby wave propagation is not entirely clear.

[35] The Ekman pumping model:

$$\frac{dh}{dt} = -W_E - \lambda h,$$

relates the time rate of change of the pycnocline depth $h$ to the Ekman pumping $W_E$ in the presence of dissipation, as described by a linear damping term with coefficient $\lambda$. A similar equation can be derived for SSH using a two-layer approximation for the ocean [Qiu, 2002]. Assuming that the bottom layer is much deeper than the top layer, the SSH $\zeta$ is related to the pycnocline depth:

$$\zeta = (g'/g)h,$$

where $g'$ is the reduced gravity, $g' = (\rho_2 - \rho_1)g/\rho_o$, with $\rho_1$ and $\rho_2$ the densities of the top and bottom layers, respectively, and $\rho_o$ is the mean density of seawater. The Ekman pumping is the vertical velocity at the base of the Ekman layer due to the divergence of the Ekman currents, and is defined as the vertical component of the curl of the wind stress $\tau$ divided by the Coriolis parameter $f$ and the mean density of seawater $\rho_o$:

$$W_E = \nabla \times \left( \frac{\tau}{\rho_o f} \right).$$

[36] Monthly values of $W_E$ from the NCEP-NCAR reanalyses, the same forcing that drives the ROMS simulation, are used to force (4). Equation (4) is solved using a second-order accurate trapezoidal scheme as:

$$h^{n+1} = \alpha_1 h^n + \alpha_2 W_E^{n+1/2},$$

where $\alpha_1 = (2 - \lambda \Delta t)/(2 + \lambda \Delta t)$, $\alpha_2 = (2 \Delta t)/(2 + \lambda \Delta t)$, and $W_E^{n+1/2}$ is the average Ekman pumping at times $n$ and $n + 1$. The initial condition for (4) is the pycnocline depth (or SSH) at the initial time (January 1950). The value of $\lambda$ at each grid point has been defined as in the paper by CADM05 as the value that maximizes the correlation between pycnocline depth (or SSH) from the simple model (4) and that from ROMS. The maximum correlations (as function of $\lambda$) are shown in Figure 8 for both pycnocline depth (Figure 8a) and SSH (Figure 8c).

[37] The correlation pattern is very similar to that computed by CADM05 (their Figure 6b) with the largest values in the center of the gulf and very low correlations in a band along the western margin. As seen in section 3, the Ekman pumping anomalies associated with the 1976–1977 climate shift are upwelling favourable southwest of Kodiak Island and the Alaska Peninsula (Figure 2), while the pycnocline is deeper after the shift in that area (Figure 1). The spatial structure of Ekman pumping variations associated with the regime shift in the mid-1970s is similar to the leading EOF of interannual Ekman pumping anomalies [Cummins and Lagerloef, 2002]. Pycnocline depth variations along the western side of the Gulf of Alaska are not forced by the local Ekman pumping, thus explaining the low correlations in Figure 8 in that area.

[38] The correlation patterns in Figures 8a and 8c although broadly similar to that computed by CADM05, shows more small-scale features than the corresponding pattern of CADM05 because of the eddy-permitting nature of ROMS. ROMS correlations are also generally lower than those computed using NCOM, especially the SSH correlations (Figure 8c). Notice the coastal area of relatively large correlations from north of Queen Charlotte Island to the apex of the gulf in both Figures 8a and 8c. That is an area
where the anomalous Ekman pumping associated with the 1976–1977 climate shift is downwelling favorable, and has a center of action centered around 140°W, 56°N (Figure 2).

Figures 8b and 8d show the values of $\lambda^{-1}$ that maximize the correlation between the evolution of the $h$ (Figure 8b) and SSH (Figure 8d) fields in ROMS and the corresponding fields from the Ekman pumping model. Values are shown only over the areas where correlations in Figure 8a are larger than 0.5. Contour interval is 4 months for values lower than 20 months and 20 months for values larger than 20 months. (c) Same as in Figure 8a, but for SSH. (d) Same as in Figure 8b, but for SSH.

Figure 8. (a) Maximum correlation, as a function of $\lambda$, between the pycnocline depth computed using the local Ekman pumping model and the pycnocline depth from ROMS. Contour interval is 0.1. Values larger than 0.5 are shaded. (b) Values of $\lambda^{-1}$ (in months) yielding the correlations in Figure 8a. Values are shown only over the areas where correlations in Figure 8a are larger than 0.5. Contour interval is 4 months for values lower than 20 months and 20 months for values larger than 20 months. (c) Same as in Figure 8a, but for SSH. (d) Same as in Figure 8b, but for SSH.

where $c_R = -\beta R^2$ is the phase speed of long baroclinic Rossby waves, a function of the Rossby radius of deformation $R$, and the latitudinal gradient of the Coriolis parameter $\beta$. $\lambda_1$ is a Rayleigh friction coefficient, which, following CADM05 has been chosen to be (4 years)$^{-1}$. The Rossby wave phase speed is latitude dependent, decreasing with increasing latitude, and is also influenced by the background mean flow [Killworth et al., 1997]. Following Killworth et al. [1997], we have chosen $c_R \approx 0.8$ cm s$^{-1}$ along 50°N. Equation (8) can be solved by integrating along Rossby wave characteristics in the $x$-$t$ plane:

$$h_R(x,t) = h_R(x_E, t-t_E) e^{-\lambda_1 t} + \int_{x_E}^{x} \frac{W_E(\xi, t-t_E)}{c_R(\xi)} e^{-\lambda_1 \xi} d\xi.$$  

(9)

The solution at point $x$ and time $t$ is the superposition of two terms: the first term on the rhs of (9) is the contribution of disturbances originating at the eastern boundary $x_E$ and reaching point $x$ at time $t$ with a transit time $t_E = \int_{x_E}^{x} d\xi/c_R(\xi)$; the second term on the rhs of (9) is the contribution of the anomalies excited by the Ekman pumping east of the target point $x$, with $t_E = \int_{x}^{x_E} ds/c_R(s)$ being the transit time from point $\xi$ to point $x$. Both boundary and wind-forced terms decay while propagating westward with an e-folding time (1/$\lambda_1$). A similar equation holds for
the SSH with the relationship between SSH and pycnocline depth given by (5).

In Figure 9, the evolution of pycnocline depth and SSH along 50°N are compared with the evolution of SSH anomalies from the AVISO data set over the period 1993–2004 (satellite data start in 1993). The evolution of SSH anomalies obtained using the Ekman pumping model (4) and the Rossby wave model (8) over the same period are also shown for comparison. Pycnocline depth values are converted to SSH units using (5), so that all the fields can be plotted in the same units (cm) and with a similar contour interval.

The SSH anomalies from the altimeter (Figure 9c) show a clear indication of westward propagation at a speed very similar to the 0.8 cm s⁻¹ used for the Rossby wave model (Figure 9e), as seen from the comparable slope of the phase lines. Similar propagating characteristics are seen in the SSH field from ROMS, whose Hovmöller diagram compares remarkably well with that from the AVISO data, given the presence of internal variability that may differ in the model and observations. Pycnocline depth anomalies, on the other hand, have a more stationary evolution, which has a good resemblance with that obtained from the Ekman pumping model (Figure 9d). A close inspection of Figures 9a and 9b reveals that anomalies generated around 140°W have a much weaker signature in the pycnocline depth field versus the SSH field in the center of the basin (145°W–155°W), so that westward propagation is much less obvious in the pycnocline depth field. These conclusions derived from visual inspection can be quantified using correlation analysis. In Figure 10, the evolution of the SSHs from AVISO and ROMS at each longitude, as well as the evolution of pycnocline depth from ROMS are correlated with the time series generated using both the Ekman and Rossby models along 50°N over the period 1993–2004. In the longitude range 143°W–163°W correlations between the SSHs from both ROMS and AVISO and those derived from the Ekman pumping model drop to values very close to zero (and even below zero for AVISO), and are much lower than the correlations with the SSHs obtained from the Rossby model, which tend to remain above 0.5. On the other hand, pycnocline depth from ROMS tends to be described comparably well by both simple models, as the correlations are much more similar across the basin, except for the 155°W–
160°W and 171°W–178°W longitude bands, and east of 134°W, where the correlations with the Ekman pumping model drop to values lower than 0.3.

[44] Along 50°N the evolution of SSH from ROMS is similar to that derived from altimeter observations, and the evolution of both modeled and observed SSHs clearly show westward Rossby wave propagation. Is similar agreement found at different latitudes? As an example, we show in Figure 11 Hovmöller diagrams of pycnocline depth, SSH from ROMS and SSH from AVISO along 53°N. Along this latitude westward propagation is much less pronounced in all three fields, and is not observed all across the basin as at 50°N. In the AVISO data (Figure 11c) westward propagating features can be observed east of 140°W, and west of 155°W. This westward propagation close to the margins of the GOA may be associated with the propagation of eddies along the coast. In the model’s fields (Figures 11a and 11b) westward propagation is less evident. As noted for the evolution along 50°N, the correspondence between pycnocline depth anomalies and SSH anomalies in ROMS varies as a function of longitude, and large SSH signals, like the one centered around 155°W from 1993 to 2000 seem to have a much weaker pycnocline depth signature.

[45] To further examine the relationship between pycnocline depth and SSH we show, in Figure 12, the spatial distribution of the correlation between the two fields. Correlations are larger than 0.7 over a broad area, but drop to values below 0.7 in the center of the gyre. The average correlation between the two fields in the region 155°W–145°W, 52°N–54°N (dot-dashed box in Figure 12) is ~0.6. Why is the SSH- pycnocline depth correspondence lower in the center of the gyre? Since the pycnocline is shallower in this region, one may think that the evolution of pycnocline depth is affected by mixed layer processes and not only consists of dynamical signals excited by the varying wind forcing. In Figure 13 we compare the evolution of pycnocline depth and SSH averaged in the box 155°W–145°W, 52°N–54°N. The largest discrepancies between the two time series are observed from 1960 to 1974, when SSH variations are much weaker, and sometimes of opposite sign, than pycnocline depth changes, and after 1990, when SSH anomalies are larger than pycnocline depth anomalies.

[46] To elucidate the relationship between the evolution of SSH and pycnocline depth with the surface forcing, the time series of the Ekman pumping averaged over the same box is also shown in Figure 13. The correlation between pycnocline depth and Ekman pumping is 0.7, with the Ekman
pumping leading by 4 months, while the correlation between SSH and \( W_e \) is only 0.36 when the Ekman pumping leads by 5 months. Notice, in particular, that the evolution of pycnocline depth from 1960 to 1974 tracks very closely the evolution of \( W_e \) during the same period, while the evolution of SSH does not. Thus, pycnocline depth changes appear to be more directly controlled by the Ekman pumping forcing than SSH in the center of the Alaska Gyre. The SSH evolution may also be influenced by diabatic processes, while pycnocline depth, being further away from the surface, may primarily capture the dynamical signals associated with varying wind forcing. We plan to use sensitivity experiments where either anomalous wind forcing or anomalous buoyancy forcing is prescribed to clarify this point in a future study.

[47] Are the SSH and pycnocline depth variations in the center of the Alaska gyre related to the PDO and NPGO? Figures 14a and 14b show the comparison between the time series of pycnocline depth and SSH, averaged over the box in Figure 12, with the NPGO index. Notice that the NPGO index is shown with sign reversed for ease of comparison. Positive NPGO corresponds to an intensification of the eastern limbs of both subtropical and subpolar gyres, and is associated with negative SSH and pycnocline depth anomalies in the GOA.

[48] The correlation coefficient between pycnocline depth and NPGO is 0.69 when the NPGO index leads by one month. This correlation is statistically significant at the 95% level. The correlation coefficient between SSH variations and NPGO index is 0.54 when the NPGO leads SSH by two months, which is marginally significant at the 95% level. The comparison of both pycnocline depth and SSH time series with the PDO index (Figures 14c and 14d, respectively) shows a lower degree of agreement. Pycnocline depth variations are practically uncorrelated with the PDO index (correlation coefficient is 0.09), while SSH has a correlation coefficient of 0.39 (PDO leading by 7 months), which is only marginally significant at the 90% level. The box we have chosen lays in the area of positive SSH anomalies of the PDO pattern, but is very close to the nodal line of that pattern. The lower agreement may be partly due to the position of the box relative to the spatial structure of the PDO mode. Di Lorenzo et al. [2008] have emphasized the large correlation between NPGO and coastal upwelling. Here we find that open ocean upwelling, as described by changes in pycnocline depth, is also related to the NPGO (but not the PDO).

[49] Thus, the evolution of both pycnocline depth and SSH can be related to one of the leading North Pacific modes of climate variability. However, pycnocline depth is
more directly correlated to local wind forcing, and appears to be the quantity that more clearly captures dynamical changes related to the NPGO mode of variability. This was not the case for the EKE along the western margin of the GOA, which was correlated with the PDO, but not the NPGO.

5. Summary and Conclusions

[50] In this paper we have used an eddy-permitting ocean model of the northeast Pacific to examine the role of eddies in the adjustment of the Gulf of Alaska circulation to changes in the surface wind forcing. We have also compared the dynamical information contained in the evolution of the sea surface height (SSH) field with that of pycnocline depth. Results from the eddy-permitting model are in agreement with the findings of a previous study which was based on a relatively coarse-resolution global ocean model [CADM05] in that local Ekman pumping can explain a large fraction of both pycnocline and SSH variability in

![Figure 12.](image) **Figure 12.** Instantaneous correlations between pycnocline depth and SSH in ROMS. Contour interval is 0.1. Values larger than 0.7 are shaded. The dot-dashed box shows the area where averaged time series of the two fields are computed and compared.

![Figure 13.](image) **Figure 13.** Comparison between the time series of pycnocline depth (black line), SSH (blue line), and Ekman pumping (red line) averaged over the box shown in Figure 12. All time series are normalized by their standard deviations. Notice that the Ekman pumping $W_E$ is shown with sign reversed for ease of comparison. The correlation coefficient between pycnocline depth and Ekman pumping is 0.70 when the Ekman pumping leads by 4 months, while the correlation coefficient of SSH and $W_E$ is 0.36 when $W_E$ leads by 5 months.
the center of the Gulf of Alaska (GOA), and in part of the eastern and northern coastal regions.

[51] Pycnocline depth and SSH changes associated with the 1976–1977 climate shift are qualitatively similar to the pattern of pycnocline depth changes computed by CADM05: the pycnocline shoals in the center of the gyre and deepens along the coast, while the SSH field is higher along the coast, and lower in the interior after the shift. Because of the increased zonal gradients of pycnocline depth, the circulation is stronger after the climate shift. The standard deviation of SSH, as well as eddy kinetic energy (EKE), two measures of the intensity of the mesoscale eddy field, are also generally larger after the climate shift along the coastal areas.

[52] SSH is usually considered the mirror image of pycnocline depth (scaled by the ratio of reduced gravity and gravity), and containing the same dynamical information. The comparison of SSH and pycnocline depth evolution reveals, however, subtle differences. At some latitudes, westward propagation is much clearer in the SSH field than in the pycnocline depth field, and the relationship with the surface forcing is not always the same. In the center of the Alaska gyre, the evolution of pycnocline depth is largely correlated with the local Ekman pumping, while the correlation between SSH and Ekman pumping is lower.

[53] The local forcing is, in turn, part of large-scale patterns of atmospheric variability. The leading modes of SSH variability over the northeast Pacific, as defined by Di Lorenzo et al. [2008] include the Pacific Decadal Oscillation (PDO) and the North Pacific Gyre Oscillation (NPGO). Pycnocline depth variations in the central Gulf of Alaska are significantly correlated with the NPGO, while the relationship between SSH and NPGO is more tenuous. The wind stress pattern associated with the positive phase of the NPGO [Di Lorenzo et al., 2008, Figure 3b] shows positive zonal wind stress anomalies centered at approximately 45°N, which can be expected to be associated with positive (upwelling favorable) WE anomalies around 50°N–55°N. Pycnocline depth variations in that area are significantly correlated with WE variations, which may be primarily associated with the NPGO mode of variability. Di Lorenzo et al. [2008] have stressed the connection between NPGO and coastal upwelling along the California current. Our results seem to indicate that this relationship also holds in the center of the GOA, where pycnocline depth changes are indicative of variations in open ocean upwelling.

[54] The mesoscale eddy field in the Gulf of Alaska plays a fundamental role in the transport of iron and nutrients between the coastal regions and the open ocean, and eddy
statistics is considered very important for biological processes. A major issue concerns the possible changes in eddy statistics that may occur because of global warming. The current generation of climate models used for climate change projections is run at a horizontal resolution that is unable to capture mesoscale eddies, so that information about eddy statistics changes will not be readily available.

Previous studies have shown that the eddy field in the eastern basin is related to the local wind forcing, so that downwelling favorable winds lead to a stronger Alaska current and a more energetic eddy field. Eddies in the western basin are generated by internal instabilities of the flow, or drifted from the eastern and northern formation sites, so that they are not expected to be related to the local wind forcing. In this study we have examined the relationship between the eddy kinetic energy (EKE) in the western basin and the leading modes of SSH variability. A statistically significant correlation is found between EKE and the PDO, the mode of variability that seems to capture variations in the circulation strength. Thus, if climate models can realistically simulate the leading modes of climate variability in the north Pacific Ocean and their evolution in future climate scenarios, possible changes in some aspects of eddy statistics may be inferred from the large-scale change.
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